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APPLICATION OF A MACHINE LEARNING MODEL FOR 

FORECASTING FREIGHT RATE IN ROAD TRANSPORT 
 

Summary. Recent global trends related to the forecasting freight prices is a 

complex task that involves considering various factors and variables that can affect 

the pricing dynamics in the sustainable transportation industry and business. Since 

freight price forecasting is subject to various uncertainties, including unforeseen 

events and market fluctuations, scientists are working on methods and tools, which 

also include artificial intelligence methods, to improve this process. The research 

purpose of this study is to present a universal machine learning based method 

enabling forecast freight prices for decision-making in the field of road transport. 

The paper presents the methodological assumptions of the model and shows an 

example of its use. The analysis was carried out with Python programming 

language and experiments were performed in Jupyter Notebook. Pandas library was 

used in research. The influence of individual variables was demonstrated using the 

eli5 library. The analysis allowed to conclude that machine learning models can be 

effective in forecasting freight prices in the context of sustainable transport due to 

their ability to capture complex patterns and relationships in large datasets. 
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1. INTRODUCTION 

 

The freight price or freight rate refers to the charges or fees associated with the transportation 

of goods or cargo from one point to another. It is associated with the transportation cost that a 

shipper or consignee is charged for the transportation of goods. For this reason, in many 

companies, it is one of the most important elements of decision rationalization in the field of 

transport processes. This is a very difficult process because it involves making decisions about 

changing external conditions. In addition, the dynamics of the global economy are shaped, 

among others, by transportation costs [1]. According to estimates, more than 80% of the volume 

of international trade in goods is carried by sea [2], however, the road and rail modes are mainly 

the ones dealing with intra-regional flows related to the delivery of cargo to the largest sea-

ports. In 2020, due to the coronavirus pandemic, the revenue of the road freight transport 

industry decreased by approximately 22% and reached over 1.7 trillion Euros, which increased 

further to over two trillion Euros [3]. International road transport represented 25.3% of the EU’s 

exports and 19.1% of its imports [4]. The European road freight market grew 3.5% in 2022; 

however, the war in Ukraine acted as a major set-back to recovery. Furthermore, the Ti’s 2023 

State of Logistics Road Freight Survey reveals that 84% of road freight companies are currently 

experiencing increased margin pressure as costs soar and demand weakens [5]. This creates an 

even greater need for monitoring and prediction of road freight rates. 

There is no strictly defined formula for determining the freight rate, because its amount 

varies depending on the specific circumstances, such as mode of transportation (road, rail, 

maritime, air), distance, pickup and delivery points of the shipment, speed of transport (ordinary 

or express service), type of shipment, weight, size, and other.  

In the case of the freight rate concerning road transport, the prices of fuel and tolls are the 

most important. In addition, the margin is included here, which is the ratio of gross profit from 

sales to revenues and results from the market situation and the mutual relationship between 

supply and demand. As a result, transportation costs can potentially have a significant impact 

on the final price of the goods transported [6] [7] and, due to this, affect other branches of the 

country’s economy. The published results of empirical studies show [8] that along with a sharp 

decrease in the price of goods, the freight rate is dynamically adjusted more efficiently to such 

changes to maintain a constant ratio of transport costs to the final price of the goods. This 

requires not only the use of quantitative analysis of long-term forecasts but also many variables 

for sensitivity analyses: different development in fuel prices, energy markets, and CO2 pricing 

[9]. The task becomes more difficult as the economy is, which is why scientists are still looking 

for newer, more innovative forecasting methods that are required to reduce the risks associated 

with unplanned fluctuations in the freight rate [10]. 

Because of such necessity, the scientific purpose of this study is to present a universal model 

supporting sustainable decision-making to forecast the price for road freight transport using 

machine learning (ML) techniques. The study is organized as follows: Section 2 includes a brief 

scientific literature review of freight rate forecasting techniques and achievements. Section 3 

describes the machine learning model for forecasting freight rates methodology. Section 4 

presents the model test results, which are further followed by a discussion in Section 5. The 

paper ends with the conclusions resulting from the theoretical and research parts in Section 6. 
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2. SCIENTIFIC LITERATURE REVIEW 

 

The analysis of the literature in the researched area was based on the resources of the Web 

of Science and Scopus databases. Searching the databases with the keywords "freight rate(s)" 

allowed us to extract only 576 documents from 2000 to 2023, mainly articles (334), conference 

papers (162), book chapters (25), reviews (23) and other types. The authors of the publications 

are mainly scientists from: China (20), the United States (94), the United Kingdom (45), 

Germany (30), Greece (29) and other countries. The co-occurrence analysis of all, 4983 

keywords in the database allowed us to construct and visualize bibliometric networks of 100 

common keywords related to the topic of freight rates with the VOSviewer software tool 

presented in Fig. 1. 

 

 
Fig. 1. Bibliometric network visualization of all keywords related to freight rates 

 

The bibliometric network visualization of the keywords allowed us to identify six clusters 

related to freight rates. Cluster 1 refers to 20 items, railroad transportation, freight trains, and 

railroads. Cluster 2 with 18 items relates to shipping, transportation economics, import-export, 

and price dynamics. Cluster 3 applies to 17 items of freight rate with forecasting, commerce, 

market, and competition. It is closely related to waterway transportation, container ships, 

tankers, shipbuilding, and container shipping. Next cluster 4 refers to 16 elements connected 

with decision-making, optimization, simulation, algorithms and mathematical models. Cluster 

5 refers to 12 items associated with freight transportation, cost-benefit analysis, emission 

controls, and carbon dioxide, etc. The last cluster 6 relates to 8 items related to costs, economic 

analysis, fuels, exchange rate marketing, investments, etc. This analysis shows that there is a 

lack of research in the area of forecasting freight rates in road transport. For further analysis, 

more documents were analyzed, not only the ones which have the words in the keywords. 

When analyzing the literature related to freight rate forecasting, a major contribution is found 

in waterborne transportation. Nielsen et al. [11], Chen et al. [12], Jeon et al. [13], or Schramm 

and Munim [14] [15] have made a great contribution to the analysis and forecasting of 

containerized freight index analyzing and forecasting. Slack and Gouvernal [16] emphasize 
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the complexity of the issue that the structure of ocean container freight rates results from the 

carriers imposing a fact that the growing number of surcharges on their customers. Dry bulk 

freight rates in maritime forecasting have become the subject of consideration by Batchelor 

et al. [17], Chen et al. [18] and Li et al. [19], while the tanker freight rates in works of Dikos et 

al. [20] and Abdulmajeed et al. [21]. However, freight rates are a key decision-making element 

not only for sea forwarders and carriers but also for participants in transport chains of other 

transport modes. 

A critical characteristic influencing freight rates is their unpredictability and volatility, and 

therefore the work of scientists such as Kasimati and Veraros [22] or Munim [23] emphasizes 

the need for improved accuracy in forecasts. As underlined by Duru et al. [24], it is one of the 

most crucial issues in the predictability of strategic planning for shippers. Unfortunately, as 

evidenced by historical events, for example, related to political conflicts or a global pandemic, 

stability and predictability in the discussed topic are very difficult to achieve, which underlines 

Lam et al. [25] in their work on volatility and uncertainty of the freight market and suggests the 

necessity of developing digitalization and automation. 

Automated forecasting combines data statistics and machine learning techniques to predict 

future features or values. Building accurate forecasting models based on computer algorithms 

and data-driven methods saves time and effort compared to manual forecasting methods, 

especially when dealing with large datasets and complex patterns. For example, Auto-ARIMA 

(acronym: Auto-Regressive Integrated Moving Average), used by Choudhary et al. [26], Al-

Qazzaz and Yousif [27], or Nguyen et al. [28], is a classical method that is used by time series 

model data and forecasting. In turn, SARIMA (Seasonal Autoregressive Integrated Moving 

Average), as in works by Dubey et al. [29], can identify and incorporate seasonality and trend 

components in the data. Within the group of time series forecasting (TSF), like long sequence 

time-series forecasting (LSTF) or multivariate long sequence time-series forecasting (MLSTF), 

include Naive method with two variants: SNaive and Naive2, derived from statistics and signal 

processing theories. They were adopted in works by Makridakis et al. [30], Mazanec et al. [31] 

and Li et al. [32] as forecasting techniques in which last-period actuals were used as current-

period forecasts. Hyndman and Khandakar [33] use the TBATS model (Trigonometric 

seasonality, Box-Cox transformation, ARMA errors, Trend and Seasonal components) for 

series exhibiting multiple complex seasonality. Prophet forecasting models published by 

Navratil and Kolkova [34], Papacharalampous and Tyralis [35], or Chuwang and Chen [36], 

can outperform well-known automated forecasting methods such as Auto-ARIMA and TBATS. 

There are many machine learning techniques applied to automated forecasting in previous 

works. Multiple kernel learning (MKL) techniques are shown in the research of Widodo et al. 

[37], forecasting Bayesian networks method in Mrówczyńska et al. [38], gradient boosting 

machine in Züfle and Kounev [39], a k-nearest neighbor of Martínez et al. [40]. Fuzzy linear 

regression coefficients are fuzzy symmetric triangular numbers, for finding which the 

corresponding linear programming problems can be solved with machine learning techniques. 

The verification of the constructed models carried out using the control sample usually confirms 

their adequacy. The method of fuzzy linear regression depends on different factors (similar to 

freight rates) and the algorithm is implemented in the Python programming language. This 

approach was used multiple times by Bogachev et al. [41] for a comparative assessment of the 

regional freight transportation, for predicting container shipping rates by Khan and Hussain 

[42] and Shanghai containerized freight index by Koyuncu and Tavacioğlu [43], to enhance 

signal control algorithms of connected vehicle systems by Bashir et al. [44], for optimization 

of urban freight transportation by Gladchenko et al. [45]. The application of this approach to 

building machine learning models for forecasting freight rates in road transport has not been 
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found in previous publications. The choice of machine learning technique used in forecasting 

depends on the nature of the data, the type of prediction problem, and the available resources. 

The most important advantage of these techniques is their ability to automatically extract useful 

patterns in time series and build accurate models. However, no single technique is universally 

superior in all situations. Also, they come with certain disadvantages and limitations. Machine 

learning techniques often require a large amount of data to achieve optimal performance. 

Additionally, the lack of interpretability may be a concern in applications where understanding 

the reasoning behind the forecast is crucial. Therefore, scientists experiment with different 

techniques and evaluate their performance using appropriate metrics to find the best solution 

for a specific prediction task.  

Considering the research gap in the literature, especially visible in the field of road 

transportation, the study contributes to freight rate forecasting. In this manuscript, we propose 

a machine learning model to forecast road freight rates to support sustainable decisions of 

shippers and carriers. Compared to previous methodologies, the main advantage of this 

forecasting model is its uniqueness and usefulness. It is possible to adapt the model to other 

decision-making conditions based on the machine learning model lifecycle procedure, from the 

initial stage related to data gathering to the final stage of model deployment. In addition, the 

manuscript also presents the use of a model for use in the conditions of European Union freight 

transportation.  

 

 

3. MACHINE LEARNING MODEL FOR FORECASTING FREIGHT RATES 

 

Building a machine learning model for forecasting freight rates is more like a process of 

continuous improvement than work that can eventually be completed. The work involved in 

creating a model can be visualized using a cyclical process. This process, presented graphically 

in Fig. 2, is commonly referred to as the lifecycle of the machine learning model. It consists of 

seven elements: gathering data, data preparation, data wrangling, analyzing data, model 

training, test model and deployment. The chart presents a basic methodology for building a 

machine learning model for forecasting freight rates in the research part of this article. The basic 

assumption, the methodology related to the construction of the model described in this work, is 

to be transparent and universal enough to be able to use the model in free-market conditions. In 

the presented research work, we use statistical methods. We use the regression analysis method 

to build a model predicting the price for the road freight transport service. 

We use the Python programming language to complete the project. The experiments are 

carried out in Jupyter Notebook [46]. Data processing is performed with the use of Pandas [47] 

library. We use Seaborn [48] and Matplotlib [49] to visualize the data. We implemented 

machine learning models from Scikit Learn library [50]. 

Furthermore, data on 2748 transport offers from the free market were collected. The free 

market means transport exchanges where potential customers report their need for a transport 

service.  

The data are recorded according to 52 variables. Including the input variable presented in 

Tab. 1 and the output variable denoting the price in € currency. We propose to divide the input 

variables into 4 categories: distance, relation, cargo and organization. Each category will be 

discussed in detail in the following sections. Not all variables are fully completed. The data 

missing did not concern the necessary characteristics. This is related to the work methodology, 

which will be discussed for each feature. 
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Fig. 2. Machine Learning Model Lifecycle 

 

The dataset presents 3 types of variables: "object", "float64" and "int64". The variable type 

"int" is integer and "float" is floating point. The "object" variable is a value that represents 

a non-numeric value [51]. 

The distance category determines the number of kilometers in each country. The number of 

countries is limited to those through which the transports from the research sample arrived. 

The relationship describes the initial loading location and the last unloading location. This 

is done using a postcode consisting of 2 letters and 5 numbers. For countries with a 4-digit code, 

the last one is completed as 0 to standardize the notation. 

Date describes the date and time of the first loading and last unloading. The feature is 

represented as a range from to. The cargo category contains all the features related to the 

specifications of the goods. The organizational category describes other features. 

 

Tab. 1 

Key data about the dataset 

 

Feature Category Feature Name Dtype Completeness of Data 

Distance AT_KM float64 100.00% 

Distance BE_KM float64 100.00% 

Distance CZ_KM float64 100.00% 

Distance DE_KM float64 100.00% 

Distance DK_KM float64 100.00% 

Distance EE_KM float64 100.00% 

Distance ES_KM float64 100.00% 

Distance FI_KM float64 100.00% 

Distance HR_KM float64 100.00% 

Distance FR_KM float64 100.00% 

Distance HU_KM float64 100.00% 

Distance IT_KM float64 100.00% 
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Distance LT_KM float64 100.00% 

Distance LV_KM float64 100.00% 

Distance NL_KM float64 100.00% 

Distance PL_KM float64 100.00% 

Distance RO_KM float64 100.00% 

Distance SE_KM float64 100.00% 

Distance SI_KM float64 100.00% 

Distance SK_KM float64 100.00% 

Relation COD_LP object 100.00% 

Relation COD_DP object 100.00% 

Date START_LOAD_DATA object 100.00% 

Date START_LOAD_TIME object 4.26% 

Date END_LOAD_DATA object 100.00% 

Date END_LOAD_TIME object 4.04% 

Date START_DELIVERY_DATA object 100.00% 

Date START_DELIVERY_TIME object 3.13% 

Date END_DELIVERY_DATA object 100.00% 

Date END_DELIVERY_TIME object 3.31% 

Date TIME_OF_ENTRY object 89.63% 

Cargo GOODS_TYPE object 93.81% 

Cargo BODY_TYPE object 99.85% 

Cargo VEHICLE_TYPE object 100.00% 

Cargo LOAD_UNLOAD_METHOD object 99.96% 

Cargo REQUIREMENTS object 0.07% 

Cargo EPALE int64 100.00% 

Cargo LDM float64 100.00% 

Cargo TONS float64 100.00% 

Cargo M3 float64 100.00% 

Cargo HEIGHT float64 0.11% 

Cargo WIDTH float64 100.00% 

Cargo CARGO_VALUE_EURO float64 0.07% 

Cargo TEMP_MIN float64 0.73% 

Cargo TEMP_MAX float64 0.73% 

Organizational OTHER_COSTS float64 100.00% 

Organizational QTY_LOADS float64 100.00% 

Organizational QTY_DELIVERIES float64 100.00% 

Organizational PAYMENT TERM float64 95.34% 

Organizational DOCUMENTS_BY object 90.47% 

Organizational CUSTOMS int64 100.00% 

 

Tab. 2 presents basic statistical data for raw numerical features. Based on the distance 

features, we created a new one called "KM". It is simply the sum of kilometers across all 

countries. Before analyzing the "KM" feature, it is worth paying attention to the fact that a 

driver can work 13 hours between daily rests and extend this time to 15 hours 3 times a week. 

The driving time is 9 hours and can be extended to 10 hours twice a week [52]. Working time, 

which is not driving time, most often includes other activities related to loading and unloading 

goods. This should be taken into account when analyzing the data. As the statistics in the table 

show. The study sample represents a large set of short transports. Due to the limited possibilities 
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of using working time for driving, such transports may be more expensive per kilometer. It can 

be assumed that a driver can cover 600 - 700 km a day if other activities do not affect his driving 

time. The median is 382.4, which shows that more than half of the transports are short. It can 

be concluded that the 25% group constitutes long transports (q3 = 710). 

The "EPALE" feature is the number of pallets that the vehicle needs to exchange at the 

loading site. It is an abbreviation of "E Pallet Exchange". Statistical analysis clearly shows that 

most transports do not require such an exchange. 

The "LDM" feature comes from the abbreviation "loading meters". The loading meters on 

the trailer are 2.4 meters wide. The length of the cargo space in a set consisting of a tractor unit 

and a semi-trailer is 13.6. After statistical analysis, it is concluded that the data relates entirely 

to full truckload transport. The situation is similar in the case of width, volume and weight. 

Other costs concern a small group of shipments. 

Transports most often have 1 loading and 1 unloading point and rarely require customs 

clearance. 

 

Tab. 2 

Statistical analysis of raw numerical input data 

 

Feature �̅� 𝜎 V q2 Min. Max. q1 q3 q Vq 

KM 438.2

1 

412.8

1 

94.20 382.

4 

1 2439.

5 

53.6 710.

0 

328.

2 

85.8

3 

EPALE 0.06 1.37 2194.

02 

0 0 34 0 0 0 - 

LDM 13.6 0.01 0.06 13.6 13.2 13.6 13.6 13.6 0 0 

TONS 24.57 2.15 8.73 25 1.52 25.7 25 25 0 0 

M3 84.70 0.72 0.84 84.6

8 

84.68 120 84.6

8 

84.6

8 

0 0 

WIDTH 2.4 0 0 2.4 2.4 2.4 2.4 2.4 0 0 

OTHER_COST

S 

-3.95 45.96 -

1164.

81 

0 -

898.7

1 

0 0 0 0 - 

QTY_LOADS 1.01 0.10 10.35 1 1 4 1 1 0 0 

QTY_DELIVER

IES 

1.02 0.19 18.59 1 1 6 1 1 0 0 

CUSTOMS 0 0.04 2619.

64 

0 0 1 0 0 0 - 

 

The next step is to examine the correlations between the features.  

Fig. 3 presents a correlation matrix between features. We used Pearson's correlation for this. 

It should be remembered that, in principle, not everything that correlates with each other is 

dependent. The data concerns all data without division by qualitative variables. We would like 

to draw attention to the very high correlation between distance and price, equal to 0.92. This 

relationship is obviously expected. Before the analysis, the question was not whether there was 

a correlation, but how strong it was. The second important relationship resulting from the 

correlation matrix is the inverse proportionality of the price per kilometer to the distance. This 

confirms the above-mentioned issue that short transports are more expensive per kilometer than 

longer ones. There was no correlation between the price per kilometer and the number of 

loading and unloading operations, customs clearance and the number of pallets to be replaced. 
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The fact that these dependencies do not result from this matrix does not mean that such 

dependencies do not exist. 

 

 
 

Fig. 3. Correlation Matrix 

 

We did a more thorough analysis of the distance variable. We made a histogram of the 

distribution of the distance variable "KM" shown in  

Fig. 4. Bins are placed every 100 kilometers. Signatures on the X axis every 500 kilometers. 

The average is marked with a red line. The median is marked with a green line. The statement 

made based on the statistical data from the table is confirmed. Short transports predominate. 

Additionally, an irregular distribution of the variable is observed. 

The sum of kilometers from the entire research sample is over 1.2 million kilometers.  

Fig. 5. Bar chart of kilometers by country shows the distribution of this by country of 

occurrence. More than half of the kilometers from the research sample are in Poland. Germany 

accounts for more than a quarter. This means that less than a quarter goes to other countries. 

Tab. 3 shows the processing of all distance features. All raw data remain unchanged in the 

model. One new feature is the sum of all the others, denoted KM. 

For the purposes of this work, relations are understood as the unique combination of loading 

and unloading countries. Fig. 6 shows a heatmap of average prices per kilometer in the 

relationship. The values shown in the chart are prices with additional costs subtracted. We 

calculated them using the following formula: 

 

 𝑁𝐸𝑇 𝐸𝑈𝑅𝑂 𝐹𝑂𝑅 𝐾𝑀 =
𝐸𝑈𝑅𝑂−𝑂𝑇𝐻𝐸𝑅_𝐶𝑂𝑆𝑇

𝐾𝑀
  (1) 
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Fig. 4. Histogram of the distribution of the distance variable 

 

 

 
 

Fig. 5. Bar chart of kilometers by country 

 

 

The analyzed research sample does not present transports in every relation. Full data only 

apply to transports from and to Poland. The highest price is presented in the domestic report in 

Poland. This is related to the large group of short transports on this route. 
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Tab. 3 

Processing distance feature data 

 

Raw Feature Processed Feature 

AT_KM AT_KM 

BE_KM BE_KM 

CZ_KM CZ_KM 

DE_KM DE_KM 

DK_KM DK_KM 

EE_KM EE_KM 

ES_KM ES_KM 

FI_KM FI_KM 

HR_KM HR_KM 

FR_KM FR_KM 

HU_KM HU_KM 

IT_KM IT_KM 

LT_KM LT_KM 

LV_KM LV_KM 

NL_KM NL_KM 

PL_KM PL_KM 

RO_KM RO_KM 

SE_KM SE_KM 

SI_KM SI_KM 

SK_KM SK_KM 

 KM 

 

The analyzed research sample does not present transports in every relation. Full data only 

apply to transports from and to Poland. The highest price is presented in the domestic report in 

Poland. This is related to the large group of short transports on this route. 

Tab. 4 shows the process of processing relation features. The raw data only contains the 

codes of the initial loading location and the last unloading location. On their basis, the country 

of loading and unloading are determined. On their basis, another feature called "RELATION" 

is created. This is a unique combination of loading and unloading country. For each unique 

value, We calculated: mean, median and standard deviation. Based on this, we created new 

features. The same way for "COUNTRY_LOAD_PLACE", "COUNTRY_DELIVERY_ 

PLACE" and "RELATION". 

Fig. 7 shows the variable year distribution histogram. The number of transports from 2018 

and 2019 is very small. The largest number of transports in the set are from 2020-2022.  

Tab. 5 shows the process of creating date features. There are 4 features for the date and 5 

features for the time. The time data is entered unchanged. The date data needs to be processed. 

We processed the date obtaining the following information: year, month, week of the year, day 

of the year, day of the week and day of the month. 

We analyzed the seasonality in international transport. The results are shown in the Fig. 8. 

The minimum price is in January and the maximum in May. 

An upward trend is visible between January and May. The exception to this trend is April. 

The price in April is lower than in March. However, the upward trend between March and May 

is maintained. 
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Fig. 6. Heatmap of average rates per kilometer in the relation 

 

Tab. 4 

Processing of relation data 

 

Raw Feature Processed Feature 

COD_LP COUNTRY_LOAD_PLACE_FACTORIZED 

COUNTRY_LOAD_PLACE_MEAN 

COUNTRY_LOAD_PLACE_MEDIAN 

COUNTRY_LOAD_PLACE_STD 

COD_DP COUNTRY_DELIVERY_PLACE_FACTORIZED 

COUNTRY_DELIVERY _PLACE_MEAN 

COUNTRY_DELIVERY _PLACE_MEDIAN 

COUNTRY_DELIVERY _PLACE_STD  
RELATION_PLACE_FACTORIZED 

RELATION_DELIVERY _PLACE_MEAN 

RELATION_DELIVERY _PLACE_MEDIAN 

RELATION_DELIVERY _PLACE_STD 

 

Similarly, a downward trend is visible between May and January. The exception to this trend 

is September, when the price is lower than in October. However, the downward trend between 

August and October is maintained. 

Tab. 6 shows the cargo data processing. The creation of features here should be divided into 

2 methods. The first involves calculating: mean, median, standard deviation and assigning a 

category to each variable through factorization. This applies to the following features: goods 

type, body type, vehicle type, load and unload method, requirements. 

The second one is to use the numerical feature as it is, this applies to the following features: 

euro pallets exchange, loading meters, tons, m3, height, width. 
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Fig. 7. Histogram of the year variable 

 

Tab. 5 

Date data processing 

 

Raw Feature Processed Feature 

START_LOAD_DATA START_LOAD_DATA_DAY 

START_LOAD_DATA_WEEKDAY 

START_LOAD_DATA_DAY_OF_YEAR 

START_LOAD_DATA_WEEK 

START_LOAD_DATA_MONTH 

START_LOAD_DATA_YEAR 

START_LOAD_TIME START_LOAD_TIME 

END_LOAD_DATA END_LOAD_DATA _DAY 

END_LOAD_DATA _WEEKDAY 

END_LOAD_DATA _DAY_OF_YEAR 

END_LOAD_DATA _WEEK 

END_LOAD_DATA _MONTH 

END_LOAD_DATA _YEAR 

END_LOAD_TIME END_LOAD_TIME 

START_DELIVERY_DATA START_DELIVERY_DATA _DAY 

START_DELIVERY _DATA _WEEKDAY 

START_DELIVERY _DATA _DAY_OF_YEAR 

START_DELIVERY _DATA _WEEK 

START_DELIVERY _DATA _MONTH 

START_DELIVERY _DATA _YEAR 

START_DELIVERY_TIME START_DELIVERY_TIME 

END_DELIVERY_DATA END_DELIVERY_DATA _DAY 

END_DELIVERY_DATA _WEEKDAY 

END_DELIVERY_DATA _DAY_OF_YEAR 
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END_DELIVERY_DATA _WEEK 

END_DELIVERY_DATA _MONTH 

END_DELIVERY_DATA _YEAR 

END_DELIVERY_TIME END_DELIVERY_TIME 

TIME_OF_ENTRY TIME_OF_ENTRY 

 

 
Fig. 8. Price depends on the month 

 

Tab. 6 

Cargo data processing 

 

Raw Feature Processed Feature 

GOODS_TYPE GOODS_TYPE_FACTORIZED 

GOODS_TYPE_MEAN 

GOODS_TYPE_MEDIAN 

GOODS_TYPE_STD 

BODY_TYPE BODY_TYPE _FACTORIZED 

BODY_TYPE _MEAN 

BODY_TYPE _MEDIAN 

BODY_TYPE _STD 

VEHICLE_TYPE VEHICLE_TYPE _FACTORIZED 

VEHICLE_TYPE _MEAN 

VEHICLE_TYPE _MEDIAN 

VEHICLE_TYPE _STD 

LOAD_UNLOAD_METHOD LOAD_UNLOAD_METHOD _FACTORIZED 

LOAD_UNLOAD_METHOD _MEAN 

LOAD_UNLOAD_METHOD _MEDIAN 

LOAD_UNLOAD_METHOD _STD 

REQUIREMENTS REQUIREMENTS_FACTORIZED 

REQUIREMENTS_MEAN 

REQUIREMENTS_MEDIAN 
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REQUIREMENTS_STD 

EPALE EPALE 

LDM LDM 

TONS TONS 

M3 M3 

HEIGHT HEIGHT 

WIDTH WIDTH 

 

Fig. 9 shows body type variable distribution. The data is not diverse. The dominant body 

type is the standard type. All types whose number was less than 10 were marked as other. 

 

 
Fig. 9. Distribution of the body type variable 

 

Tab. 7 shows the median rate per km of route by body type. The most expensive is the 

refrigerator. This is related to increased vehicle operating costs. This type of vehicle has 

refrigeration equipment that consumes fuel and generates costs. 

The analysis of the distribution of the commodity type variable is presented in Fig. 10. The 

item type that occurred once was replaced with the "other" value. The dominant share of steel 

in the test sample is clearly visible. 

Fig. 11 shows the distribution of the loading/unloading type variable. The most common 

method is a combination of all possible methods. 

Tab. 8 shows the median price per kilometer according to the loading/unloading method 

required by the client. 

We introduced the features prepared according to the description in the previous chapter into 

the models. We selected 5 different machine learning models for comparison. They were 

compared with each other according to the MAPE (Mean Absolute Percentage Error) metric. 

The results are shown in Fig. 12.  

In the next step, we check what features were most important for the best XGBRegressor 

model. We use the eli5 library for this purpose. Fig. 13 shows the most important features for 

the model along with its weight. We will look at the importance of features from the perspective 

of the categorization described in section 3. The most important is distance (0.28 KM, 0.05 

SE_KM). 
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Tab. 7 

Median rate per km of route by body type 

 

 
 

 

 
Fig. 10. Distribution of the goods type variable 

 

 

 
Fig. 11. Distribution of the load/unload method variable 
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Tab. 8 

Median rate per km of route by load/unload method 

 

 
 

 

 
Fig. 12. Comparison of MAPE models 

 

 

The second most important category is relationship (0.16 RELATION_MEDIAN, 0.12 

COUNTRY_DELIVERY_MEAN, 0.08 COUNTRY_DELIVERY_PLACE, 0.07 

START_DELIVERY_DATA_YEAR, 0.06 RELATION_MEAN, 0.02 

COUNTRY_DELIVERY_MEDIAN, 0.02 RELATION, 0.01 COUNTRY_LOAD_PLACE, 

0.01 LOAD_COUNTRY_MEAN, 0.01 COUNTRY_DELIVERY_STD). 

The most important features also include those related to the cargo (0.02 

GOODS_TYPE_MEDIAN, 0.01 M3, 0.01 LOAD_UNLOAD_METHOD_MEAN). 

The least important categories are organizational features (0.02 OTHER_COSTS) and date 

features (0.01 END_DELIVERY_DATA_YEAR). 
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Fig. 13. Top 20 most important model features 

 

 

4. DISCUSSION 

 

The test results of the machine learning model for forecasting freight rates revealed many 

dependencies that can be observed in the market of European road transport services. 

Nowakowska-Grunt and Strzelczyk [53] deduced that road transport has the largest share in the 

transport of goods in the European Union. Generally, in 2021, total EU road freight transport 

accounted for around 1,921 billion ton-kilometers (tkm), 6.5% more than in 2020. In 2021 the 

overall national road freight transport in the EU accounted for 1 178.3 billion ton-kilometers, 

which is 6.3 % more than in 2020. In general, international road freight transport in the EU ac-

counted for around 743.2 billion ton-kilometers, which is 6.9 % more than in 2020 [54]. Both 

the statistics and the results of the model indicate a greater share of short-distance transport in 

road transport carried out within the EU. The transport of goods by road is most often carried 

out within the area of one country or, due to the high density of European countries, it is 

associated with the exchange of goods be-tween neighboring countries. Statistical data related 

to transport performance by distance class are different from the results of model research. Road 

freight rate data are sensitive and hard to access. Differences in results are due to the relatively 

small sample of data compared to Eurostat data. However, the use of the methodology proposed 

in this study and a larger data set will allow one to create better models. In 2021, most goods 

were transported within the EU and for most EU countries over distances be-tween 300 and 

999 km (40.8%). However, several countries showed a different pattern of transport 

performance depending on the distance class. Particularly for some islands and countries 

(Ireland, Cyprus, the Netherlands, and Austria) where the domestic market plays an important 

role, the share of short-distance road freight transport (less than 150 km) was higher. For 

example, in Cyprus, more than 90% of transport is less than 150 km. On the other hand, 

countries, where international road transport plays a key role, have a higher share of long-

distance transport (above 1,000 km). For example, transport over this distance accounts for 

50.8% of the number of ton-kilometers in Lithuania, 48.8% in Portugal, 46.2% in Bulgaria and 

40.0% in Latvia [55]. Differences resulting from the model results and statistics of the model 

may be related to the fact that only full truck loads were considered in the data set.  

 



Application of a machine learning model for forecasting freight rate in road transport 41. 

 

As suggested by Inkinen and Hämäläinen [56], long-distance journeys are typical for 

hinterland transportation, while short distances are dominant in intra-urban transportation, as 

they are used for last mile customer door-to-door deliveries. Zgonce et al. [57] examined the 

hypothesis that distance is one of the most important factors that influence the choice of mode 

in freight transport. The results showed that intermodal transport can provide a competitive 

alternative to unimodal road transport for long distances. That is why the distance feature in the 

model can be important information for researchers dealing with modal shifts. For example, 

Boer et al. [58] analyze various studies to estimate the potential of shifting from road and air 

transport to rail, as well as the volume of goods physically suitable for the change. According 

to the results, the potential for a modal shift from the road to rail is 100% for distances greater 

than 500 km, 40% for 150–500 km and only 5% for 50-150 km.  

The weekly seasonality of the freight rates that were observed in the test results was 

correlated with different EU regions. This is due to the unsustainable development of countries 

in terms of the price of human labor. As Kot [59] presents in his research, employment costs 

are the second most important factor after full costs for most transport companies. Workers 

from lower-wage countries want to spend their week's rest at their place of residence. This is 

because, as Luekewille et al. [60] underline, labor costs are included in several country-specific 

circumstances, in addition to the level of technological advancement, the size distribution, etc., 

which have an impact on the differentiation of the functioning of the transport systems. Poliak 

et al. [61] deal with the issue of insufficient harmonization of social conditions concerning the 

remuneration of drivers involved in road transport. This causes an unbalanced demand-supply 

situation. If in the future the development of countries is more sustainable, the impact of weekly 

seasonality on the price of the service will decrease. 

According to the generalized transport cost (GTC) concept, the maps shown by Persyn et al. 

[62] reveal that the regions with a less developed road network, such as in Eastern Europe show 

the largest reduction in internal transport costs. Considering distance and time dimensions in 

the GTC, the paper allowed one to disentangle core-periphery structures of the EU regions due 

to transport costs. According to the developed freight rate model test results, the highest prices 

for road carriage are paid for destination: Slovakia – Sweden (about 2.35 €/km) and Sweden-

Slovakia (about 2.31 €/km). This is very important information for fleet managers and owners 

of transport companies regarding the selection of transport orders in these relations. In turn, in 

the relations of transport corridors Estonia-Poland (about 0.57 €/km) and Sweden-Poland 

(about 0.53 €/km), the earning potential is the lowest, although it is not only affected by the 

margin but also by other cost components, such as fuel or vignettes. This is confirmed by the 

research of Poliak et al. [63], whose analysis shows that the direction of transportation is a 

significant offer factor and, therefore, it is appropriate to include this factor in price creation. A 

comparison of the results of the application of the route utilization coefficient for specific 

countries shows the differences in transport prices. Based on the studies, the differences are 

particularly visible for those countries where the level of transport supply is very low (e.g., 

France and Luxembourg). Furthermore, Liachoviius and Skrickij [64] as well as Konen et al. 

[65] indicate that the tax burden and charges in road freight transport are significantly different 

in EU countries. Hajek et al. [66] examined how the particular impact of transport tax revenues 

on GHG emissions varied between countries. Therefore, it is very important to monitor the 

sustainable development and progress of the sector. In their research, Siksnelyte-Butkiene and 

Streimikiene [67] seek to develop a framework for the sustainability assessment of road 

transport and assess the achievements in EU countries.  
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The decision on the relationship between freight rate and the type of vehicle body may be 

important in the case of investment plans implemented in transport companies. The test results 

of the model presented refrigerated trucks to be the most profitable. However, as shown by 

Amaruchkul et al. [68], the determination of the cycle time of each product, the temperature of 

each zone in each truck, and the allocation plan that specifies how many units of each product 

would be delivered in each zone in each truck is a complex problem. That is why transportation 

companies prefer to use more universal body types. The largest number of trucks is in Poland, 

followed by Italy and Germany, and as Kubáová et al. [69] investigated, the European truck 

market is dominated by manufacturers. Daimler Trucks, MAN Truck and Bus, Volvo Trucks, 

Scania, DAF, and Iveco. This is the reason why the aspect of sustainable transport is probably 

a more important decision-making factor than vehicle unit profitability. According to ACEA 

reports [70], there are currently more than 6 million trucks in use in the EU and the average age 

of European trucks is 12 years and 98.3% of all heavy and medium trucks (more than 3.5 tons) 

on Europe’s roads today run on diesel. 

 

 

5. CONCLUSIONS 

 

The paper concerned the problem of the construction of freight rates and components in road 

transport. Forecasting freight prices is a complex task that involves considering various factors 

and variables that can affect pricing dynamics in the sustainable transportation industry and 

business. Therefore, scientists experiment with different techniques and evaluate their 

performance using appropriate metrics to find the best solution for a specific prediction task. 

The theoretical analysis of previous publications revealed research especially visible in the field 

of road transportation freight rate forecasting. However, through a literature review, great 

opportunities offered by artificial intelligence techniques, including machine learning, which 

can be used to predict transport prices have also been noticed. 

For this reason, the road freight rate forecasting model based on the machine learning 

lifecycle procedure was proposed as a supporting tool in sustainable road transport decision-

making. The model is based on the most important features of freight rates: distance, relation, 

vehicle type, body type, or other characteristics which can be applied to the method depending 

on own needs. The results of the model test were carried out based on 2748 datasets of 2,688 

full truck load transport services offers (FTL) collected in the freight exchange market during 

the years 2018-2022. The analysis revealed interesting mechanisms of freight rate creation in 

the European market. The analyzed results also indicated the sensitivity of the model to the size 

of the database used in the machine learning method.  

The analysis allowed us to conclude that machine learning models can be effective in 

forecasting freight prices in the context of sustainable transport due to their ability to capture 

complex patterns and relationships in large datasets. The application of the described method 

supports stable, sustainable, and inclusive economic growth. It allows smaller businesses in the 

poorest areas to take advantage of advanced technology, leveling the playing field. The use of 

the above methodology allows you to delegate time-consuming tasks that require a lot of 

computing power to the model. At the same time, human resources for tasks that require natural 

intelligence, such as building relationships with contractors. The use of the model for decision-

making in the management of transport processes, which on a global scale allows you to make 

better decisions that can reduce empty runs. 
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The current situation is the requirement of customers for the appropriate exhaust gas 

emission standard. We assume that in the future there may be similar requirements for 

alternative energy sources such as electricity and hydrogen. By collecting enough data on 

transport using alternative energy sources, we can train a model that takes this into account. 

The methodology presented in this article can be used to process energy source data. The use 

of such an approach will make it possible to assess the costs of using ecological energy sources 

on individual routes. 
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